2. EXPLANATORY NOTES

RESPONSIBILITIES FOR AUTHORSHIP

In contrast to previous volumes of the Initial Reports, the decision was made for this report that there should not be a division into Shipboard Site Reports and Shore Laboratory Studies. Rather, it was thought desirable to concentrate into the site chapters all the primary data referring to one site, whether studied on board or ashore by members of the shipboard scientific party, or whether studied by the numerous colleagues who have co-operated with the drilling project in specialized aspects of the cores. In this way all relevant data are collected together in one place before the discussion and interpretation of the results are presented. The authorship of the site chapters is collectively the shipboard scientific party, the ultimate responsibility lying with the two co-chief scientists. However in order to give due credit to work of those colleagues not on board who have contributed data and interpretations, their names are given at the head of the appropriate section in the text.

Chapters 3 to 10 present the data and discussions on the sites where holes have been drilled. Each chapter follows the same pattern: The first two sections give the site background and objectives, and survey data, and have been written by A. S. Laughton (except Site 111, which is by A. S. Ruffman). Sections on drilling characteristics were written by A. S. Laughton, sections on lithology were written by T. Berggren, R. N. Benson, J. E. van Hinte and K. A. Perch-Nielsen, and the discussion sections by A. S. Laughton (except for Site 111 which is by A. S. Ruffman).

A general summary of all the holes and a discussion of various aspects of results common to all holes or to groups of holes in various regions are presented in Chapters 11 to 21. The authorship of these chapters, many of which are more speculative than the previous chapters, is indicated in the text.

SURVEY DATA

Only two detailed site surveys had been made prior to the start of Leg 12. One was at a site in Rockall Trough which was not drilled. The other in the Hatton-Rockall Basin was made by Discovery Cruise 33 in April, 1970. An account of the site survey is given in Appendix II.

Short surveys were made on Glomar Challenger before laying the beacon, using a precision echo-sounder, seismic profiler and magnetometer.

All depth measurements by sonic methods have utilized a Gifft precision graphic recorder. Uncorrected depths (in fathoms) are measured from the recordings assuming a full scale of 400 fathoms for a one-second sweep. Corrected depths (in meters) have been adjusted for: (a) actual speed-of-sound in water from Matthews (1939) tables, and (b) actual depth of the echo-sounding transducer below water level, assumed constant at 6 meters.

In addition, any depths or distances referred to the drilling platform have been calculated under the assumption that this level is 10 meters above the water line. The water depths cited for each hole were usually determined from the echo-sounder since it was seldom possible to feel the bottom with the drill pipe.

Seismic profiles were made using two Bolt airguns simultaneously (5 cu. in. and 20 cu. in.), a Scripps designed hydrophone streamer and two Edo recorders, usually recording at two different filter settings (80-160 Hz and 160-320 Hz, or later 40-80 Hz and 80-160 Hz).

Magnetic field measurements were made with a Varian proton magnetometer.

On passage between sites, continuous observations were made of depth, magnetic field and subbottom structure, although it was not possible to spare the time to obtain a better seismic record by steaming at less than cruising speed. The geophysical data obtained on passage is presented in Appendix III.

During the first two and a half weeks, the navigation was controlled by a satellite navigator. This, however, broke down and we were unable to obtain on-line fixes throughout the rest of Leg 12. However after twelve days, the system was rigged so that satellite passes were recorded on punched tape and these fixes were calculated after the cruise at Scripps and could be used retrospectively to correct track and site positions.

After the breakdown of the satellite navigator, navigation was entirely by celestial observation with occasional Loran A fixes, making it difficult to locate the precise position to lay a beacon. The ultimate positions of Holes 114 and 115 were determined solely by celestial observations. The remainder were fixed by satellite.

BASIS FOR NUMBERING SITES, HOLES, CORES AND SECTIONS

A site number refers to a single hole or group of holes drilled in essentially the same position using the same acoustic beacon. The first hole at a site (for example, Site 111) was given the number of the site (for example, Hole 111). Second holes drilled by withdrawing from the first hole and redrilling were labeled “A” holes (Hole 111A).

A core was usually taken by dropping a core barrel down the drill string, and coring for 9 meters as measured by lowering of drill string before recovery. The sediment was retained in a plastic liner 9.28 meters long inside the core barrel, and in a 0.20 meter long core catcher assembly below the liner. The liner was not normally full.

On recovery the liner was cut into sections of 1.5 meters measured from the lowest point of sediment within the liner (Figure 1).
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In general the top of the core did not coincide with the top of a section. The sections were labeled from 1 for the top (incomplete) section to a figure as high as 6 for the bottom (complete) section, depending on the total length of core recovered.

In the event that there were gaps in the core resulting in empty sections, these were still given numbers in sequence. Core catcher samples are always considered to have come from the bottom of the cored interval, regardless of the depth assigned to the adjacent section above.

On occasions, over 9 meters of core were recovered. The small remainder was labeled Section 0 (zero) being above Section 1. On other occasions the sum of the lengths of numbered sections exceeds the total length of core recovered and also the cored interval, resulting in an overlap of nominal depth downhole of the bottom of one core and the top of the core below. In such cases a special note has been made.

(As in some holes, for example, 118-12 to 15, 119-28 to 40, it was found desirable to drill with high water circulation but with a core barrel in place in order to penetrate faster. The drilled interval was often considerably greater than the 9 meters of the core barrel, the principle being that the high water circulation prevented sediments from being recovered. However, some of the harder layers were probably recovered during this procedure. It was difficult, therefore, to assign the correct depth in the hole to these sediments and each case had to be considered on its merits.)

All samples taken from cores were numbered before being processed, according to the system described in the Shipboard Handbook for Leg 12. The label "12-111-3-2, 25 cm" thus refers to Leg 12, Hole 111, Core 3, Section 2, sampled 25 centimeters from the top of that section. The label "12-111-3-CC" refers to the core catcher sample at the base of Core 3.

It is appreciated that with this labeling system, the top of the core material recovered may be located at say, 1.3 meters below the top of Section 1 and the bottom will be at 1.5 meters in, say, Section 2 (if the total recovery is 1.7 meters). In relating this to downhole depths, there is an arbitrariness of several meters. However, it is impossible to assess where exactly in the hole the sample came from.

Sometimes the core barrel will jam up with a hard sediment after sampling a few meters, this will then really represent the first few meters penetrated. At other times the circulation of water may wash away the upper softer part of a core and recovery will represent the lower part. Separated lengths of core in a core liner may come from the drill bit being lifted off the bottom during coring in rough sea conditions. Similarly, there is no guarantee that the core catcher sample represents the material at the base of the cored interval.

The labeling of samples is therefore rigorously tied to the position of the samples within a section as the position appears when the section is first cut open and as logged in the visual core description sheets. The section labeling system implies that the top of the core is within 1.5 meters of the top of the cored interval. Thus, the downhole depth of 12-111-3-2, 25 centimeters is calculated as follows. The top of cored interval of Core 3 is 189 meters. The top of Section 2 is 1.5 meters below top of cored interval, that is, at 190.5 meters. The sample is 25 meters below the top of Section 2, that is, at 190.75 meters.

For the purposes of presenting the data for the entire hole in the hole summary sheets where one meter is represented by less than one millimeter, the top of the recovered sediment is always drawn at the top of the cored interval. The error involved in this presentation is always less than 1.5 meters compared with depths calculated from the sample label.

HANDLING OF CORES

The first assessment of the core material was made rapidly on samples from the core catcher. An age by nannoplankton examination enabled rapid decisions to be made on whether to drill ahead or to take another core. Core catcher material was also used initially for foraminiferal and radiolarian determinations.

After a core section had been cut, sealed and labeled, it was brought into the core laboratory for processing. The routine procedure listed below was usually followed:

1. Weighing of the core section for mean bulk density measurement.

Figure 1. The method of labeling sections of cores when recovery is complete, incomplete and divided. The cores have been lined up so that the top of Section 1 is always coincident with the top of the cored interval, according to the method of calculating downhole depth of samples. Core catcher samples are always considered to have come from the bottom of the cored interval, regardless of the depth assigned to the adjacent section above.
Penetrometer readings were taken to give a measure of the liner was cut by an electric saw, and the end caps by a knife. The core could then be split into halves by a cheese cutter, if the sediment was a soft ooze. At times, when compacted or partially lithified sediments were included, the core had to be split by a machine band saw or diamond wheel.

One of the split halves was designated a working half. Penetrometer readings were taken to give a measure of the degree of consolidation of the sediments. Samples, including those for grain size, X-ray mineralogy, interstitial water chemistry and total carbonate content, were taken, labeled and sealed. Larger samples were taken from suitable cores for organic geochemical analysis.

The working half was then sent to the Paleontology Laboratory. There, samples for shipboard and shore-based studies of nannoplankton, foraminifera, and radiolarians were taken.

The other half of a split section was designated an archive half. The cut surface was smoothed with a spatula to bring out more clearly the sedimentary features. The color, texture, structure and composition of the various lithologic units within a section were described on standard visual core description sheets (one per section), and any unusual features noted. A smear slide was made, usually at 75 centimeters if the core was uniform. Otherwise, two or more smear slides were made, each for a sediment of distinct lithology. The smear slides were examined microscopically. The archive half of the core section was then photographed. Both halves were sent to cold storage on board when they had been processed.

Some sections were not split and described on board, either because the core was too soupy and it was not believed to be representative of the sediment in situ, or because a large number of sections were obtained with apparently similar lithology and time was limited.

Material obtained from core catchers—and not used up in the initial examination—was retained for subsequent work in freezer boxes. Sometimes significant pebbles from the core were extracted and stored separately in labeled containers. On other occasions, the liners would contain only sediment-laden water. This was usually collected in a bucket and allowed to settle, the residue being stored in freezer boxes.

At several sites, hard cores were obtained either of basement or indurated sediment. Each separate core fragment was numbered and labeled consecutively from the top downwards, and its orientation indicated by an upward pointing arrow. Where possible the fragments were arranged into their original relative orientation and were then sliced longitudinally for examination and separation into working and archive halves.

All samples are now deposited in cold storage at the DSDP East Coast Repository at the Lamont-Doherty Geological Observatory of Columbia University, Palisades, New York. These samples may be obtained for further study.

**DOWNHOLE LOGGING**

It became clear during the study of the shipboard measurements of core physical properties that most major lithological changes in the cores could be inferred from the physical properties alone without lithological study. In particular, calcareous and siliceous ooze can be distinguished from terrigenous sediments, and bands of dark clay can be identified on the basis of natural gamma radioactivity. Continuous sediment density determinations showed up features such as pebbles (ice-rafter), graded beds, siliceous (opaline) sediments and even beds of foraminiferal sand within silts and clays.

Thus it is evident that a downhole logging device capable of measuring just natural gamma activity and sediment density, together with the facility for correcting these data for variations in hole diameter, will be immensely valuable. Not only will continuous data then be obtained over the uncored interval of a hole, but it might prove possible to make lithological correlations between holes on the basis of the downhole logs.

The absence of downhole logging equipment on *Glomar Challenger* during Leg 12 was therefore regretted by the shipboard scientific party, in view of the additional valuable data which could have been obtained by this means.

**DRILLING CHARACTERISTICS**

Since the water circulation down the hole is an open one, cuttings are lost on to the sea bed and cannot be examined. The only information available about sedimentary stratification between cores, other than from seismic data, is from an examination of the behavior of the drill string as observed on the drill platform. The harder the layer being drilled, the slower and more difficult it is to penetrate. However there are a number of other variable factors which determine the rate of penetration, so it is not possible to relate this directly with the hardness of the layers. The following parameters are recorded on the drilling recorder and all influence the rate of penetration.

(a) The weight on the bit. This can vary in three steps from zero when the bit is suspended up to 40,000 pounds when two of the three bumper subs are collapsed and the whole bottom assembly bears on the bit. The aim of the driller is to maintain constant bit weight by lowering the drill string when necessary. However, this is extremely difficult to do in conditions of swell where the heave of the drill platform may exceed the available extension (15 feet) of the bumper subs.

(b) Revolutions per minute. The revolutions per minute (r.p.m.) is related to the torque applied to the top of the drill string, and a direct analysis of the two should give the resistance to drilling. However the revolutions-per-minute record is not adequately expanded to do this. Nevertheless, visual observations of the drill rotation are useful in assessing the behavior of the bit. In particular, one can see that when the drill bit becomes jammed, rotation stops and then speeds up as it becomes free and the drill string untwists.
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(c) Torque. The record of torque applied to the drill from the hydraulic drive is a more sensitive measure of the drill bit behavior and is well recorded. In Hole 111, for instance, the drill string “torqued-up” badly during the penetration of the stiff glacial clays where abundant erratic stones were found.

(d) Pump pressure and strokes per minute of water circulation. Two pumps were available to circulate water down through the drill string, past the bit and up to the sea bed in the annulus between the drill and the hole. Both pressure and rate of flow of water (in strokes per minute—s.p.m.) were recorded. Changes in circulation were one of the major factors influencing the rate of penetration. In softer sediments, more penetration was achieved by jetting the sediment out of the way rather than by cutting, so that while drilling ahead, high strokes per minute were used, whereas during coring minimum strokes were used consistent with flushing out cuttings and keeping the hole clean. Often during the cutting of a core, the holes in the bit became blocked and burst of higher circulation (“circulation breaks”) were required to clear them before proceeding. These bursts of circulation were sometimes responsible for forcing soupy sediments into the core liner between harder sections. The relationship between pump pressure and rate of flow depends on the resistance to flow determined by the restrictions in the circulation path near the drill bit and in the return to the sea bed. The upward flowing water is laden with sediment cuttings and therefore exerts a net downward pressure which sometimes has to be overcome by injecting drilling muds into the circulation system. Drilling mud was also used to flush out chips of hard rocks, although only limited use of mud was possible since the circulation system was not closed.

(e) Penetration. The progress of the drill string into the bottom is recorded every 0.25 meter and every 1.0 meter on the drilling recorder; hence, penetration rates can be measured in meters per hour.

An exact interpretation of these various factors in terms of the properties of the sediments is not possible. Gross variations can be seen from the drilling records, but the more subtle changes are best assessed on the spot at the time of drilling. The driller who is constantly at the control console can assess these factors and with his long experience can make the best estimate of the nature of the bottom.

Throughout all the drilling operations one of the scientific party (A. S. Laughton, R. B. Whitmarsh or A. S. Ruffman) was on the drilling platform in close contact with the driller, the tool pusher and the drilling recorder. Notes were made on the drilling characteristics, and an interpretation of the hardness of the bottom was recorded on deck working log sheets. A graphical representation of the hardness of the bottom was developed in which the harder the strata, the heavier the shading of the appropriate section of the record. The record is reproduced in the Hole Summary charts for each site, alongside the horizons detected on the seismic reflection profiles.

In some cases, the inability to make hole was clearly the result of hard layers, such as, cherty beds, indurated sandstones, limestones or basaltic basement, as indicated by core material recovered. In other cases, however, no hard layers could be sampled and it appeared that a ball of clayey sediment had built up on the bit and spun around in the hole preventing water circulation and cushioning the bit.

DRILLING DISTURBANCES

When the cores were split many of them showed signs of the sediment having been disturbed since its deposition. Such signs were the concave downwards appearance of originally plane bands, the haphazard mixing of lumps of different lithologies and the near fluid state of some sediments recovered from tens or hundreds of meters below the sea bed (Plate 1). It seems reasonable to suppose that these disturbances came about during or after the cutting of the core. There are three different stages during which the core may suffer stresses sufficient to alter its physical characteristics from those of the in situ state. These stages are the cutting, retrieval (with accompanying changes in pressure and temperature), and handling of the core.

During drilling, six basic parameters (bit type, weight on the bit, pipe revolutions per minute, torque, pump pressure and pump strokes per minute) reflect the conditions at the contact between bit and sediment. When a core is being cut, water circulation is reduced to a minimum, or zero, and bit weight is normally kept to lower values and increased more steadily than during drilling. Invariably however some short periods of circulation are required and it is then that softer sediments may be washed away from the bit or that water may be forced up inside the core liner turning the sediment to a slurry. The washing away of softer sediment during periods of circulation can lead to the recovered cores being unrepresentative samples of the drilled strata. This is especially so when alternating hard and soft beds are being cut, as happened at Sites 111, 115, 116 and 118. The heave of the bit while coring during rough weather may also lead to fluid cores and this may have been the reason for retrieving such cores at Sites 114 and 116.

Due to the relatively large compressibility and thermal expansion of water, the sea-water in cores can experience volume changes of several per cent during the recovery of the core. The stresses imposed on cores by the varying combinations of changes of temperature, hydrostatic pressure and overburden pressure cannot be calculated precisely. Hydrostatic pressure will decrease linearly with decreasing depth while the core temperature at any depth will depend on the temperature generated during coring, the geothermal gradient, and the depth and temperature of the sea. In cases of high porosity sediments the sea-water volume changes may be accommodated by free flow between mineral grains, however in lower porosity sediments the grain framework may prevent sufficiently rapid egress of water and in these cases the sediment framework may burst apart and be reduced to a slurry. This explanation is put forward for the almost fluid cores sometimes recovered, especially for the watery patches in cores which are otherwise coherent, although it is realized that some watery cores may reflect the effect of unfavorable drilling parameters during coring as discussed above. Some cores degassed in the laboratory and this may also have caused the breakdown of the grain framework in some cases.
Usually the net effect of the above two sets of stresses will be to alter the mechanical properties of the sediment. Richards (for example, 1962) has studied many aspects of core disturbance on such properties and has found that shear strength is invariably reduced by the coring process. Some sediments, especially those rich in clay minerals, may behave thixotropically but the rate at which the sediment strength returns is unknown and may be slower than the experimenter can afford to wait. The effect of the coring process on the elastic moduli, and hence on the compressional wave velocity of the sediment is unknown.

The deformation which occurs during core handling is mostly confined to transverse breaks in the cores caused by flexing the plastic liners or by the splitting process.

On the basis of the visual core descriptions four classes of disturbed core were set up, defined as follows:

Class 1, those parts of cores described as void, empty or partly filled.
Class 2, those parts of cores described as watery, sloppy, or soupy (Plate 1C), or with a type of disturbance where two lithologies have become mixed, the harder lithology forming lumps in a soft wet matrix of the second one, or when the core has been described as disrupted, as a drilling breccia or as A in a matrix of B (Plate 1D); also all those watery sections which were not split, other unsplitted sections are also included for convenience.
Class 3, those parts of cores described as disturbed, flow disturbed, flow in or plastic. Such cores are characterized by obvious plastic deformation of the sediment (Plate 1B).
Class 4, those parts of cores not described by terms suggesting deformation. Usually such cores are indurated and have transverse breaks (Plate 1A), but they can be softer uniform lithologies in which deformation may have occurred but because of the uniform lithology there is no visible evidence of it.

All the cores were subdivided into the above four classes of disturbance according to their visual core descriptions. On the basis of such disturbance logs it was initially intended to omit from the Core and Hole Summaries physical property measurements over parts of cores assigned to classes 1 and 2. However on inspecting the GRAPE data incompatibilities with the disturbance log were found due to the core having slipped inside the liner between the time the GRAPE measurement was made and the time the visual core description was formulated after the core had been split. In these cases, the disturbance log was edited accordingly to give the original arrangement of void spaces to aid the data processing of large numbers of GRAPE and natural gamma measurements. (It should be noted however that because of this editing it becomes possible for measurements made after the core was split—penetrometer, grain size, carbonate and water content—to appear on the summary forms to originate from void segments of core, but the reader may allow for this by mentally rearranging the core.) In other cases the visual core description was shown to be inconsistent or deficient in the description of the degree of disturbance as judged by the GRAPE values. Therefore it was decided to plot on the summary forms all the physical properties measured on cores of classes 2, 3 and 4 and to leave the judgement of the quality of the data to the reader.

A different type of disturbance was noticeable at Sites 119 and 117 where anomalously young microfossils were found in some cores. At Site 119, Miocene radiolarians were found in the core catchers of cores of Oligocene to Eocene age; and, at Site 117 Miocene coccoliths were found in cores of late Oligocene age and older. This type of anomaly is attributed to picking up material which has fallen down the hole during drilling probably due to the reduced water circulation during coring and core barrel operations. This paleontological problem is discussed in detail in the relevant site chapters.

### BASIS FOR AGE DETERMINATION

#### General

A Cretaceous time-scale (van Hinte, 1971) is shown in Figure 2 and a Cenozoic one (Berggren, 1971) in Figure 3. These form the basis for age determinations of biostratigraphic or time-stratigraphic levels encountered on Leg 12. Various systems of zonation based upon calcarious plankton exist for the Mesozoic and Cenozoic. Since the completion of our cruise the radiolarian zonation for the Cenozoic (post Early Eocene) has appeared, and it has been possible to integrate this zonation with a standard scheme for the calcarious plankton (Figure 4-6).

#### Foraminifera

**Mesozoic (J.E.v.H.)**

The Mesozoic age determinations are primarily based on the occurrences of particular, diagnostic, planktonic foraminifers. But in part of the section planktonic foraminifera were absent or their evidence was inconclusive and we had to rely upon benthonic foraminifera and ostracods. Fortunately the material allowed for direct comparison with Western European faunas and with stratotypes of stages (see Mesozoic section of Site 111).

**Cenozoic (W.A.B.)**

Cenozoic age determinations were based primarily upon planktonic foraminiferal assemblages. The standard system of zonation used is that by Blow (1969) for the post Middle Eocene and one devised by Blow and Berggren and since modified slightly by Berggren (1971) for the Paleocene-Middle Eocene (Figures 3, 4). If Leg 12 proved anything, it was that a system of zonation based essentially upon tropical (low-latitude) forms is not applicable to the Cenozoic sediments of the North Atlantic. As a result an attempt was made to determine ages in terms of equivalency to a particular planktonic foraminiferal zone wherever possible. Where this was not possible, age determinations in terms of a particular epoch/series subdivision (for example, Early Miocene) were made.

On the basis of the Cenozoic foraminiferal faunas encountered in the northern part of the North Atlantic (Sites 111 through 117), a multiple system of zonation has been devised which can, in turn, be correlated broadly with
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<table>
<thead>
<tr>
<th>TIME IN M.Y.</th>
<th>GEOCHRONOLOGIC SUBDIVISION</th>
<th>ZONES (IDEALIZED BIOSTRATIGRAPHIC SCHEME)</th>
<th>DISTINCTIVE BIOHORIZON</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Ga. MAYAROENSIS</td>
<td>base mayaroensis</td>
</tr>
<tr>
<td></td>
<td></td>
<td>G. CONTUSA</td>
<td>base contusa</td>
</tr>
<tr>
<td></td>
<td></td>
<td>G. STUARTI</td>
<td>base stuarti</td>
</tr>
<tr>
<td></td>
<td></td>
<td>G. GANSSERI</td>
<td>base gansseri</td>
</tr>
<tr>
<td></td>
<td></td>
<td>G. SCUTILLA</td>
<td>top calcarata</td>
</tr>
<tr>
<td></td>
<td></td>
<td>G. CALCARATA</td>
<td>base calcarata</td>
</tr>
<tr>
<td></td>
<td></td>
<td>G. SUBSINOSA</td>
<td>base subsinosa</td>
</tr>
<tr>
<td></td>
<td></td>
<td>G. STUARTIFORMIS</td>
<td>top elevata</td>
</tr>
<tr>
<td></td>
<td></td>
<td>G. ELEVATA</td>
<td>top sigilla</td>
</tr>
<tr>
<td></td>
<td></td>
<td>G. CONCANATA (G. SIGALI - G. FORNICATA)</td>
<td>top concavata</td>
</tr>
<tr>
<td></td>
<td></td>
<td>G. SIGALI - G. RENZI</td>
<td>top renzi</td>
</tr>
<tr>
<td></td>
<td></td>
<td>G. HELVETICA</td>
<td>top helvetica</td>
</tr>
<tr>
<td></td>
<td></td>
<td>H. LEHMANNI</td>
<td>base helvetica</td>
</tr>
<tr>
<td></td>
<td></td>
<td>R. CUSHMANI</td>
<td>top cushmani</td>
</tr>
<tr>
<td></td>
<td></td>
<td>R. GANDOLFI - R. REICHELI</td>
<td>top reicheli</td>
</tr>
<tr>
<td></td>
<td></td>
<td>R. GANDOLFI - R. GREENHORNENSIS</td>
<td>top greenhornensis</td>
</tr>
<tr>
<td></td>
<td></td>
<td>R. APENNINICA - P. BUXTORFI</td>
<td>top buxtorfi</td>
</tr>
<tr>
<td></td>
<td></td>
<td>R. TICINENSIS - P. BUXTORFI</td>
<td>top ticinensis</td>
</tr>
<tr>
<td></td>
<td></td>
<td>R. TICINENSIS - Gl. BREGGIENSIS</td>
<td>top breggiensis</td>
</tr>
<tr>
<td></td>
<td></td>
<td>T. ROBERTI</td>
<td>base ticinensis - top roberti</td>
</tr>
<tr>
<td></td>
<td></td>
<td>J. TROCOIDEA</td>
<td>top algerianus</td>
</tr>
<tr>
<td></td>
<td></td>
<td>S. CABRI</td>
<td>base cabri</td>
</tr>
<tr>
<td></td>
<td></td>
<td>H. SIGALI (H. AFF. SIMPLEX)</td>
<td>top aff. simplex</td>
</tr>
<tr>
<td></td>
<td></td>
<td>H. HOTERVICA</td>
<td>top hotervica</td>
</tr>
</tbody>
</table>

**Legend:**
- L - Late
- M - Middle
- E - Early

**Figure 2.** Cretaceous planktonic foraminiferal zonation.
Figure 3. Tertiary planktonic foraminiferal zonation.
the tropical zonation scheme. This is discussed more fully in the section on Paleobiogeography and Biostratigraphy of the North Atlantic (Chapter 14). This multiple zonation is based upon associations of species, is biostratigraphic in nature, and is not formally defined. In general, it was found easier to apply the existing tropical (low-latitude) zonation scheme in the North Atlantic in the Paleogene than in the Neogene (this is also true for calcareous nannoplankton; see below). This is due to the gradual latitudinal provincialization of planktonic faunas during the Cenozoic, discussed in greater detail in Chapter 14.

**Calcareous Nannofossils (K.P.N.)**

The coccolith zones used in this report follow mainly the “standard calcareous nannoplankton zonation” proposed by Martini (1970) for the Paleogene and by Martini and Worsley (1970) for the Neogene. The modifications made include the use of the “*Coccolithus jaramil-lensis*” Zone in the Pleistocene and the *Discoaster neo-hamatus* Zone instead of the *Discoaster calcaris* Zone in the Miocene. At the Oligocene-Miocene boundary, the *Discoaster druggi* Zone and the *Triquetrorhabdulus carinatus* Zone could not be distinguished. In the Lower Oligocene, the *Ericsonia? subdisticha* Zone is replaced by the *Ericsonia obtura* Zone. In the Eocene, the *Chiasmolithus oamaruensis* Zone is changed to *Reticulofenestra umbilica* Zone and *Chiphragmalithus alatus* to *Nannotetrina fulgens* (for systematical reasons). The Paleocene *Heliolithus riedeli* Zone is replaced by the *Discoaster nobilis* Zone. In the Maestrichtian, three zones were recognized: the *Tetralithus*
**Figure 5. Correlation of foraminiferal, radiolarian and nannofossil zones for the Oligocene and Lower Miocene.**

The radiolarian zonation utilized in this report is based upon those recently proposed by Riedel and Sanfilippo (1970, 1971) and Moore (1971).

**LITHOLOGICAL NOMENCLATURE AND SYMBOLS**

At the present time there seems to be no universally applicable descriptive classification of deep sea sediments. Many of the classification schemes which have been proposed suffer from the limitation that they consider only one characteristic of the sediments, for example, carbonate content, texture, etc. Other schemes are too subjective in the sense that they demand a genetic interpretation of the sediment before a descriptive name can be assigned. While some interpretation may be inevitable and a close correspondence between descriptive classification and mode of origin is certainly desirable (Pettijohn, 1957) it is a moot point to what extent interpretation should precede classification and description. The scheme proposed by Olsson (1960) and advised by the JOIDES Panel on Sedimentary Petrology, for example, is in our view impractical since it demands that the observer decide in advance whether a sediment is terrigenous or pelagic. It is our observation that in the North Atlantic region the processes of sedimentation operating are sufficiently complex that this simple division...
into two broad classes of sediment cannot be considered realistic, and the scheme thus breaks down.

The scheme we have used is illustrated in Figure 7. Rather than devising yet another neat and tidy textbook classification and then attempting to fit the sediments into it we have adopted the opposite approach and tried to use a fairly objective terminology developed from the sediments themselves, leaving the way clear for any subsequent discussion of origins and mechanisms of formation. Since the scheme grew along with our experience there is, inevitably, a certain amount of unevenness in usage. The terms “claystone,” “indurated clay” and “lithified” or “semi-lithified clay,” for example, have been used more or less interchangeably. Also it should be pointed out that we have used the term “chalk,” not in the sense of Olausson (1960) to imply only carbonate content, but in its original and more widely understood sense to mean a soft friable rock which is almost entirely carbonate (Pettijohn, 1957). Similarly it should be noted that the term “marl” is used with its broader meaning of simply a calcareous clay and not with the restricted meaning applied by Olausson (1960).

We do not pretend that the scheme used here is perfect or universally applicable, or even logically defensible. However, we did find it to be easily applied and understood. We believe that the reader will find that it does fulfill one of the main purposes of a descriptive classification: that of facilitating communication.

---

**Figure 6. Correlation of foraminiferal, radiolarian and nannofossil zones for the Miocene, Pliocene and Pleistocene.**

<table>
<thead>
<tr>
<th>TIME IN MY</th>
<th>EPOCH</th>
<th>SERIES</th>
<th>AGE</th>
<th>STAGE</th>
<th>PLANKTONIC FORAMINIFERAL DATUM PLANES</th>
<th>PLANKTONIC FORAMINIFERAL ZONES</th>
<th>CALCAR NANNOPLANKTON ZONES</th>
<th>RADIO-LARIAN ZONES</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.8</td>
<td>PLEISTOCENE</td>
<td>CALABRIAN</td>
<td>G. trunculoides Datum</td>
<td>N23</td>
<td>G. calcaratus / G. trunculoides Datum</td>
<td>P-R-Z</td>
<td>P. prismatum</td>
<td>P. prismaticum</td>
</tr>
<tr>
<td>5.0</td>
<td>PLEISTOCENE</td>
<td>ASTIAN</td>
<td>G. altispina, G. multicamerata Datum</td>
<td>N22</td>
<td>G. altispina / G. trunculoides Datum</td>
<td>C-R-Z</td>
<td>S. pentosus</td>
<td>S. pentulimus</td>
</tr>
<tr>
<td>10</td>
<td>PLEISTOCENE</td>
<td>PIAZCZIAN</td>
<td>G. seminulinum (extinction) Datum</td>
<td>N21</td>
<td>G. seminulinum / G. trunculoides Datum</td>
<td>C-R-Z</td>
<td>C. petterssoni</td>
<td>C. tetrasomus</td>
</tr>
<tr>
<td>15</td>
<td>MIocene</td>
<td>MESSINIAN &amp; TORTONIAN</td>
<td>G. nepentes Datum</td>
<td>N19</td>
<td>G. nepentes / G. trunculoides Datum</td>
<td>P-R-Z</td>
<td>C. lagidosus</td>
<td>C. lagidosus</td>
</tr>
<tr>
<td>15</td>
<td>MIocene</td>
<td>SERRAVALLIAN</td>
<td>G. acostaensis Datum</td>
<td>N16</td>
<td>G. acostaensis / G. trunculoides Datum</td>
<td>P-R-Z</td>
<td>D. influx</td>
<td>D. antepenultimus</td>
</tr>
<tr>
<td>10</td>
<td>MIocene</td>
<td>LANGHIAN</td>
<td>G. fohsi Datum</td>
<td>N15</td>
<td>G. fohsi / G. trunculoides Datum</td>
<td>P-R-Z</td>
<td>D. carinatus</td>
<td>D. carinatus</td>
</tr>
<tr>
<td>10</td>
<td>MIocene</td>
<td>BURDIGALIAN</td>
<td>G. stanforth (extinction) Datum</td>
<td>N14</td>
<td>G. stanforth / G. trunculoides Datum</td>
<td>P-R-Z</td>
<td>S. ciperoensis</td>
<td>S. ciperoensis</td>
</tr>
<tr>
<td>20</td>
<td>MIocene</td>
<td>AQUITANIAN</td>
<td>G. insueta Datum</td>
<td>N13</td>
<td>G. insueta / G. trunculoides Datum</td>
<td>P-R-Z</td>
<td>L. bipes</td>
<td>L. bipes</td>
</tr>
<tr>
<td>22.5</td>
<td>OLIGOCENE</td>
<td>G. insueta Datum</td>
<td></td>
<td>N12</td>
<td>G. insueta / G. trunculoides Datum</td>
<td>C-R-Z</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

---

EXPLANATORY NOTES
DESCRIPTIVE CLASSIFICATION OF SEDIMENTS RECOVERED ON LEG 12

<table>
<thead>
<tr>
<th>DOMINANT GRAINSIZE</th>
<th>SAND</th>
<th>SILT</th>
<th>CLAY</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 - 30%</td>
<td>SAND [sandstone]</td>
<td>SANDY SILT [siltstone]</td>
<td>SILTY CLAY [mudstone]</td>
</tr>
<tr>
<td></td>
<td>Silty sand</td>
<td>Sandy silt</td>
<td>Clayey silt</td>
</tr>
<tr>
<td>30 - 70%</td>
<td>QUARTZ-FORAM SAND [calcarenite]</td>
<td>CALCAREOUS SILT [calcareous siltstone]</td>
<td>CALCAREOUS SILTY CLAY [calcareous mudstone]</td>
</tr>
<tr>
<td></td>
<td>FORAM-ooze or FORAM SAND [chalk or limestone]</td>
<td>FORAM-NANNO OOZE [chalk or limestone]</td>
<td>NANNOFOSSIL OOZE [chalk or limestone]</td>
</tr>
<tr>
<td>70 - 100%</td>
<td>FORAM OOZE or FORAM SAND [chalk or limestone]</td>
<td>FORAM-ooze or FORAM SAND [chalk or limestone]</td>
<td>FORAM-NANNO OOZE [chalk or limestone]</td>
</tr>
</tbody>
</table>

[ ] = Indurated equivalents. (Note: Limestone is highly indurated equivalent of chalk.)

If siliceous fossils are conspicuous then the adjective SILICEOUS is added. Any of these names can be modified by the addition of more adjectives.

Figure 7. Descriptive classification of sediments recovered on Leg 12.

GRAIN SIZE ANALYSES

Grain size distribution was determined by standard sieving and pipette analysis. The sediment sample was dried, then dispersed in a calgon solution. If the sediment failed to disaggregate in calgon, it was dispersed in hydrogen peroxide. The sand-sized fraction was separated by a 62.5-micron sieve with the fines being processed by standard pipette analysis following Stokes settling velocity equation (Krumbein and Pettijohn, 1938, p. 95-96) which is discussed in detail in Volume IX of the Initial Reports of the Deep Sea Drilling Project. Step-by-step procedures are in Volume V. In general the sand-, silt-, and clay-sized fractions are reproducible within ±2.5 per cent (absolute) with multiple operators over a long period of time. A discussion of this precision is in Volume IX.

CARBON AND CARBONATE ANALYSES

The carbon-carbonate data were determined by an Leco induction furnace combined with a Leco acid-base semiautomatic carbon determinator. Normally, the more precise seventy-second analyzer is used in place of the semiautomatic carbon determinator, but it was not used for these samples because it was undergoing modifications.

The sample was burned at 1600°C and the liberated gas of carbon dioxide and oxygen volumetrically measured in a solution of dilute sulfuric acid and methyl red. This gas was then passed through potassium hydroxide solution, which preferentially absorbs carbon dioxide, and the volume of the gas was measured a second time. The volume of carbon dioxide gas is the difference of the two volumetric measurements. Corrections are made to standard temperature and pressure. Step-by-step procedures are in Volume IV of the Initial Reports of the Deep Sea Drilling Project and a discussion of the method, calibration, and precision are in Volume IX.

Total carbon and organic carbon (carbon remaining after treatment with hydrochloric acid) are determined in terms of percent by weight, and the theoretical percentage of calcium carbonate is calculated from the following relationship:

\[
\text{Per cent calcium carbonate (CaCO}_3\text{) = } \frac{\% \text{ total C} - \% \text{ C after acidification)} \times 8.33
\]
However, carbonate sediments may also include magnesium, iron, or other carbonates; this may result in "calcium" carbonate values greater than the actual content of calcium carbonate. In our determinations, all carbonate is assumed to be calcium carbonate.

Precision of the determination is as follows:
- Total carbon (within 1.2 to 12%) = ± 0.3% absolute
- Organic carbon = ± 0.06% absolute
- Calcium carbonate (within 10-100%) = ± 3.0% absolute
- (within 0-10%) = ± 1.0% absolute

X-RAY METHODS

Samples of sediment were examined using X-ray diffraction methods at the University of California at Riverside, under the supervision of R. W. Rex and H. E. Cook.

Treatment of the raw samples was: washing to remove seawater salts, grinding to less than 10 microns under butanol, and expansion of montmorillonite with triethylamine acetate. The sediments were X-rayed as randomized powders. A more complete account of the methods used at Riverside is found in Chapter 19 of this volume.

The data are tabulated in Chapter 19. Columns one and two contain the core numbers and the depths of the cored intervals (in meters below the mudline). The third column gives the depths of the composited, sample intervals or the depths of single samples. Column 4 contains the percentage of the diffuse scattered X-rays to the Bragg and diffuse scattered X-rays. The amorphous scattering percentage in column 5 is derived from the data of column 4 by a simple conversion based on the ratio of Bragg and diffuse scattering in pure quartz. It is a measure of the proportion of crystalline and amorphous materials in the sample. The remaining columns contain crystalline mineral percentages computed by the method of mutual standards using peak heights.

PHYSICAL PROPERTIES

Natural gamma radioactivity

Barsukov et al. (1964) mention the natural occurrence of 40 radioactive elements and 16 of these elements, comprising 42 isotopes, emit gamma rays (Lederer et al., 1967). The majority of gamma rays emitted from sedimentary rocks come from the radioactive isotopes forming the three natural decay series of uranium, protactinium (from \(\text{U}^{235}\) parent) and thorium and from potassium-40 (Table 1). Except for \(\text{U}^{234}\), \(\text{Th}^{230}\) and \(\text{Pa}^{231}\), the daughter isotopes of the decay series all have half-lives which are geologically insignificantly small. For pre-Quaternary cores, a radioactive equilibrium will have been reached in each series so that the concentrations of daughter isotopes will be determined by the amount of the corresponding parent isotope (\(\text{U}^{238}\), \(\text{U}^{235}\), or \(\text{Th}^{232}\)) in the sediment. The remaining naturally gamma-emitting isotopes (these are \(\text{Al}^{26}\), \(\text{V}^{50}\), \(\text{Te}^{123}\), \(\text{La}^{138}\), \(\text{Lu}^{176}\)) have such long half-lives and/or small percentage isotopic abundances that even element concentrations of 10 ppm in the sediment would not appreciably affect the gamma-ray count. Some gamma-ray emitting radionuclides with geologically significant half-lives are produced by the action of cosmic rays on the atmosphere and of solar protons on interplanetary dust, but only insignificant quantities of such isotopes occur in marine sediments (Amin et al., 1966; Wasson, 1963).

The primary sources of uranium and thorium are igneous rocks. These rocks are broken down on the continents by weathering and the radioactive elements are carried into the sea within rock particles or in solution. On the sea floor the uranium and thorium may accumulate by adsorption onto clays. Adams (1962) states that at least two-thirds of the uranium and thorium in the lithosphere is contained in fine-grained (circa tens of microns) accessory minerals, such as zircon and monazite, which may be included in biotite. Uranium is also taken up during the formation of marine carbonates such as ooliths and corals, reaching a concentration of about 3 ppm, but in foraminifera, mollusks and echinoids the concentration is about 100-fold less (Prospero and Koczy, 1966; Broecker, 1963; Tatsumoto and Goldberg, 1959). Potassium-40 makes up 0.0119 per cent of naturally occurring potassium. There is no evidence of any significant development of authigenic minerals containing potassium in marine sediments, hence all the potassium is of detrital origin (Prospero and Koczy, 1967). Significant gamma counts due to potassium-40 depend on the presence of potassium-rich minerals such as, glauconite (7.6 per cent potassium by weight), orthoclase feldspar (14.0 per cent), micas (muscovite 9.8 per cent, biotite 9.4 per cent), leucite (17.9 per cent) and some zeolites (philippsite 8.2 per cent), plus evaporite products such as nitr (38.6 per cent), sylvine (52.4 per cent), etc. Clay minerals are selectively efficient in "fixing" potassium (Adams, 1962).

Barsukov et al. (1964) indicate that the radioactivity of sedimentary rocks increases with the following factors:

1. Increasing argillaceous material, due to uranium and thorium adsorption by such matter.
2. Slow rates of accumulation, during which the amount of uranium precipitated from solution increases.
3. Increasing content of potassium-rich minerals.
4. A transition from reddish to gray and black shales since dark rocks indicate a reducing environment where hexavalent uranium alters to less soluble tetravalent uranium which is precipitated. Dark rock also indicates more organic matter of colloids, which adsorb uranium and thorium ions.
5. Decreasing porosity, because there is more rock per unit volume.

Detailed descriptions of the natural gamma counting equipment used on board Glomar Challenger are given by Evans and Lucia (1970). One-thousand counts per nominal 7.6 centimeters\(^4\) of core per 75 seconds, as measured by the gamma-ray counter on board Glomar Challenger, are approximately equivalent to 1600 disintegrations per minute (dpm)/kg of dry sediment, assuming the sediment porosity is 60 per cent. From adding the activities of \(\text{K}^{40}\) and the three natural decay series (column 6, Table 1) it is apparent that a core of Recent sea-bed sediment should give a count of at least 9700 in contrast to the normally observed shipboard value of several hundred counts for

\(\text{1}\) The length which is effectively scanned in greater than 7.6 cm and is assumed for this calculation to be 10 cm.
<table>
<thead>
<tr>
<th>Decay Step</th>
<th>Half-life (1)</th>
<th>γ-ray Energy (Mev) (2)</th>
<th>γ-ray Intensity (%) (3)</th>
<th>Abundance in Young Marine Sediment (g/kg) (4)</th>
<th>γ-rays Emitted by Young Sediment (dpm/kg) (5)</th>
<th>γ-rays Emitted by Older Sediment (dpm/kg) (6)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Uranium Series</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>U$^{238}$ → Th$^{234}$</td>
<td>4.51x10$^9$y</td>
<td>0.048</td>
<td>23.00</td>
<td>1.0x10$^{-3}$</td>
<td>12</td>
<td>12</td>
</tr>
<tr>
<td>Th$^{234}$ → Pa$^{234}$</td>
<td>24.1d</td>
<td>0.029-0.092</td>
<td>7.5</td>
<td>1.4x10$^{-14}$</td>
<td>39</td>
<td>39</td>
</tr>
<tr>
<td>Pa$^{234}$ → U$^{234}$</td>
<td>1.18m</td>
<td>0.765,1.001</td>
<td>1.00</td>
<td>4.7x10$^{-17}$</td>
<td>517</td>
<td>517</td>
</tr>
<tr>
<td>U$^{234}$ → Th$^{230}$</td>
<td>2.48x10$^5$y</td>
<td>0.053</td>
<td>0.20</td>
<td>(2.4-490)x10$^{-8}$</td>
<td>2x10$^{-7}$</td>
<td>48</td>
</tr>
<tr>
<td>Th$^{230}$ → Ra$^{226}$</td>
<td>75,200y</td>
<td>0.068</td>
<td>0.72</td>
<td>(1-30),x10$^{-7}$</td>
<td>4x10$^{-9}$</td>
<td>250</td>
</tr>
<tr>
<td>Ra$^{226}$ → Rn$^{222}$</td>
<td>1620y</td>
<td>0.186</td>
<td>4.00</td>
<td>(0.3-40),x10$^{-9}$</td>
<td></td>
<td>21</td>
</tr>
<tr>
<td>Rn$^{222}$ → Po$^{218}$</td>
<td>3.823d</td>
<td>0.510</td>
<td>0.07</td>
<td>2.5x10$^{-14}$</td>
<td>4</td>
<td>0</td>
</tr>
<tr>
<td>Po$^{218}$ → Pb$^{214}$</td>
<td>3.05m</td>
<td>–</td>
<td>–</td>
<td>1.4x10$^{-17}$</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Pb$^{214}$ → Bi$^{214}$</td>
<td>26.8m</td>
<td>0.242-0.352</td>
<td>60.00</td>
<td>1.2x10$^{-16}$</td>
<td>3808</td>
<td>317</td>
</tr>
<tr>
<td>Bi$^{214}$ → Po$^{214}$</td>
<td>19.7m</td>
<td>0.609-2.445</td>
<td>119.00</td>
<td>8.8x10$^{-7}$</td>
<td>7543</td>
<td>628</td>
</tr>
<tr>
<td>Po$^{214}$ → Pb$^{210}$</td>
<td>1s</td>
<td>0.800</td>
<td>0.00</td>
<td>1.1x10$^{-24}$</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Pb$^{210}$ → Bi$^{210}$</td>
<td>22y</td>
<td>0.047</td>
<td>4.00</td>
<td>4.5x10$^{-11}$</td>
<td>257</td>
<td>21</td>
</tr>
<tr>
<td>Bi$^{210}$ → Po$^{210}$</td>
<td>5d</td>
<td>–</td>
<td>–</td>
<td>3.1x10$^{-14}$</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Po$^{210}$ → Pb$^{206}$</td>
<td>138.4d</td>
<td>0.800</td>
<td>0.00</td>
<td>8.8x10$^{-13}$</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Protoactinium Series</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>U$^{235}$ → Th$^{231}$</td>
<td>7.13x10$^8$y</td>
<td>0.110-0.204</td>
<td>79.00</td>
<td>7.1x10$^{-6}$</td>
<td>19</td>
<td>19</td>
</tr>
<tr>
<td>Th$^{231}$ → Pa$^{231}$</td>
<td>25.6h</td>
<td>0.026,0.084</td>
<td>26.00</td>
<td>2.9x10$^{-17}$</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>Pa$^{231}$ → Ac$^{227}$</td>
<td>32480y</td>
<td>0.027,0.290</td>
<td>12.00</td>
<td>1x10$^{-8}$</td>
<td>92</td>
<td>92</td>
</tr>
<tr>
<td>Ac$^{227}$ 98.8% Th$^{227}$</td>
<td>21.2y</td>
<td>0.009-0.025</td>
<td>weak</td>
<td>5.9x10$^{-12}$</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Th$^{227}$ → Ra$^{223}$</td>
<td>18.17d</td>
<td>0.050-0.310</td>
<td>31.00</td>
<td>1.3x10$^{-14}$</td>
<td>206</td>
<td>7</td>
</tr>
<tr>
<td>Ra$^{223}$ → Rn$^{219}$</td>
<td>11.7d</td>
<td>0.149-0.330</td>
<td>26.00</td>
<td>8.5x10$^{-15}$</td>
<td>172</td>
<td>6</td>
</tr>
<tr>
<td>Ra$^{219}$ → Po$^{215}$</td>
<td>4s</td>
<td>0.272,0.401</td>
<td>14.00</td>
<td>3.1x10$^{-20}$</td>
<td>89</td>
<td>3</td>
</tr>
<tr>
<td>Po$^{215}$ → Pb$^{211}$</td>
<td>1s</td>
<td>–</td>
<td>–</td>
<td>1.4x10$^{-23}$</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Pb$^{211}$ → Bi$^{211}$</td>
<td>36.1m</td>
<td>0.405-0.832</td>
<td>9.60</td>
<td>1.6x10$^{-17}$</td>
<td>58</td>
<td>2</td>
</tr>
<tr>
<td>Bi$^{211}$ 99.7% Tl$^{207}$</td>
<td>2.15m</td>
<td>0.350</td>
<td>14.00</td>
<td>1x10$^{-18}$</td>
<td>101</td>
<td>3</td>
</tr>
<tr>
<td>Tl$^{207}$ → Pb$^{207}$</td>
<td>4.78m</td>
<td>0.897</td>
<td>0.16</td>
<td>2.1x10$^{-18}$</td>
<td>1</td>
<td>0</td>
</tr>
</tbody>
</table>

| Protactinium Series |               |                       |                        |                                               |                                               |                                               |
| U$^{234}$ → Th$^{230}$ | 2.48x10$^5$y | 0.053                 | 0.20                   | (2.4-490)x10$^{-8}$                         | 2x10$^{-7}$                                   | 48                                            |
| Th$^{230}$ → Ra$^{226}$ | 75,200y      | 0.068                 | 0.72                   | (1-30),x10$^{-7}$                           | 4x10$^{-9}$                                   | 250                                           |
| Ra$^{226}$ → Rn$^{222}$ | 1620y        | 0.186                 | 4.00                   | (0.3-40),x10$^{-9}$                         |                                               | 21                                            |
| Rn$^{222}$ → Po$^{218}$ | 3.823d       | 0.510                 | 0.07                   | 2.5x10$^{-14}$                               | 4                                             | 0                                             |
| Po$^{218}$ → Pb$^{214}$ | 3.05m        | –                     | –                      | 1.4x10$^{-17}$                               | –                                             | –                                             |
| Pb$^{214}$ → Bi$^{214}$ | 26.8m        | 0.242-0.352           | 60.00                  | 1.2x10$^{-16}$                               | 3808                                          | 317                                           |
| Bi$^{214}$ → Po$^{214}$ | 19.7m        | 0.609-2.445           | 119.00                 | 8.8x10$^{-7}$                                | 7543                                          | 628                                           |
| Po$^{214}$ → Pb$^{210}$ | 1s           | 0.800                 | 0.00                   | 1.1x10$^{-24}$                               | –                                             | –                                             |
| Pb$^{210}$ → Bi$^{210}$ | 22y          | 0.047                 | 4.00                   | 4.5x10$^{-11}$                               | 257                                           | 21                                            |
| Bi$^{210}$ → Po$^{210}$ | 5d           | –                     | –                      | 3.1x10$^{-14}$                               | –                                             | –                                             |
| Po$^{210}$ → Pb$^{206}$ | 138.4d       | 0.800                 | 0.00                   | 8.8x10$^{-13}$                               | 0                                             | 0                                             |
### TABLE 1 — Continued

<table>
<thead>
<tr>
<th>Decay step (1)</th>
<th>Half-life (2)</th>
<th>γ-ray Energy (MeV) (3)</th>
<th>γ-ray Intensity (%) (4)</th>
<th>Abundance in Young Marine Sediment (g/kg) (5)</th>
<th>γ-rays Emitted by Young Sediment (dpm/kg) (6)</th>
<th>γ-rays Emitted by Older Sediment (dpm/kg) (7)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Thorium Series</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Th²³² → Ra²²⁸</td>
<td>5x10⁻³</td>
<td>1.41x10⁻⁰³y 0.059</td>
<td>24.00</td>
<td>211</td>
<td>211</td>
<td></td>
</tr>
<tr>
<td>Ra²²⁸ → Ac²²⁸</td>
<td>5.7y</td>
<td>very weak</td>
<td>—</td>
<td>2.3x10⁻¹²</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Ac²²⁸ → Th²²⁸</td>
<td>6.13h</td>
<td>0.340-0.965 60.00</td>
<td>2.4x10⁻¹⁶</td>
<td>528</td>
<td>528</td>
<td></td>
</tr>
<tr>
<td>Th²²⁸ → Ra²²⁴</td>
<td>1.91y</td>
<td>0.085-0.214 2.25</td>
<td>7x10⁻¹³</td>
<td>21</td>
<td>21</td>
<td></td>
</tr>
<tr>
<td>Ra²²⁴ → Rn²²⁰</td>
<td>3.64d</td>
<td>0.241 3.70</td>
<td>3.4x10⁻¹⁵</td>
<td>30</td>
<td>30</td>
<td></td>
</tr>
<tr>
<td>Rn²²⁰ → Po²¹⁶</td>
<td>56s</td>
<td>0.550 0.07</td>
<td>5.4x10⁻¹⁹</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Po²¹⁶ → Pb²¹²</td>
<td>1s</td>
<td>—</td>
<td>1.7x10⁻²¹</td>
<td>—</td>
<td>—</td>
<td></td>
</tr>
<tr>
<td>Pb²¹² → Bi²¹²</td>
<td>10.64h</td>
<td>0.239,0.300 50.00</td>
<td>3.9x10⁻¹⁶</td>
<td>421</td>
<td>421</td>
<td></td>
</tr>
<tr>
<td>Bi²¹² 66.3% → Po²¹²</td>
<td>60.6m</td>
<td>0.727,1.620 11.50</td>
<td>3.7x10⁻²¹</td>
<td>98</td>
<td>98</td>
<td></td>
</tr>
<tr>
<td>Bi²¹² 33.7% → Tl²⁰⁸</td>
<td>60.6m</td>
<td>0.040 2.00</td>
<td>2.4x10⁻²⁶</td>
<td>17</td>
<td>17</td>
<td></td>
</tr>
<tr>
<td>Po²¹² → Pb²⁰⁸</td>
<td>1s</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td></td>
</tr>
<tr>
<td>Tl²⁰⁸ → Pb²⁰⁸</td>
<td>3.1m</td>
<td>0.511-2.614 221.00</td>
<td>6.7x10⁻¹⁹</td>
<td>707</td>
<td>707</td>
<td></td>
</tr>
<tr>
<td>K⁴⁰ A⁴⁰</td>
<td>1.25x10⁻⁹y 1.460</td>
<td>11.00</td>
<td>(0.44-11.9)x10⁻³</td>
<td>770-19,800</td>
<td>770-19,800</td>
<td></td>
</tr>
</tbody>
</table>

Columns (1) and (2), naturally radioactive decay series and their half-lives taken from Prospero and Koczy (1967). In column (2) y = years, d = days, h = hours, m = minutes, s = seconds.

Column (3), the gamma-ray energies quoted are the most important ones to the range which they cover if there are several, from Lederer et al. (1967). Dashes indicate that no gamma rays are emitted.

Column (4), gamma-ray intensities from Lederer et al. (1967).

Column (5) contains average (Koczy and Rosholt, 1962), and observed (Koczy and Rosholt, 1962; Prospero and Koczy, 1967) ranges of abundances per kilogram of dry sediment. Most of the average concentrations are the expected values in equilibrium with the few isotopic concentrations which have been measured directly, i.e. those of uranium, thorium, protactinium, radium.

Column (6) is derived from the half-life, average abundance and gamma-ray intensity of each radioactive isotope in the series, using the formula:

\[
\text{rate of emission} = \frac{\text{abundance} \times \text{atomic wt. of } H_2 \times \gamma \text{ - ray intensity}}{2 \times \text{mass number} \times \text{half-life} \times \text{mass hydrogen atom}}
\]

1600 dpm/Kg are approximately equivalent to 1000 counts/7.6 cm of 60% porosity core/75 secs. as measured on Glomar Challenger.

Column (7) is derived from column (6) and represents the counts expected after all non-uranium supported quantities of Th²³⁰ and Th²³² have decayed away (about 2.6 x 10⁵ y) and before the amounts of the parent isotopes have appreciably decreased (several hundred million years).

(2) The total count from the uranium series is increased by the initial concentration of non-uranium supported Th²³⁰. This isotope will have reached an equilibrium concentration with U²³⁸ after about 2.6 x 10⁵ years, so that the contributions of this isotope and succeeding ones in the series will decrease 12-fold giving a minimum total of 980 counts for this series. The contribution from the protactinium series will also be much reduced after about 1.6 x 10⁵ years when the initial non-uranium supported Pa²³¹ has decreased.
decayed to form an equilibrium series with the parent isotope, and the activity of this and succeeding members of the series will have decreased about 30-fold giving a total of 86 counts. (3) The crystals of scintillation counters respond less to low energy gamma-rays because of the energy required to penetrate the crystals. Preliminary results of tests by C. Collier (personal communication) on the natural-gamma equipment on Glomar Challenger indicate that the counter sensitivity decreases tenfold for gamma-rays of 0.15 MeV and less. In actual fact this effect will barely reduce the counts in column 7 of Table 1 for the uranium series, will make the protactinium series even less significant, and will decrease the counts from the thorium series by about 10 per cent.

Clearly for cores older than about $2.6 \times 10^5$ years, and younger than several hundred million years, important contributions to natural gamma activity come from the uranium and thorium series and from potassium-40 (column 7, Table 1). The protactinium series appears to be unimportant in such cores. Any counts in excess of 2350 will be due to $K^{40}$ decay alone, or else to a greater concentration of $U^{238}$ and/or $Th^{232}$ than the average values in Table 1.

It is interesting to note that the rate of decay of gamma activity with depth in sediments less than $2.6 \times 10^5$ years old can be used to calculate an estimate of the mean rate of sedimentation provided the lithology and sedimentation rate are fairly constant.

The natural gamma counts plotted in this volume were derived by subtracting from the observed counts the mean value of the background radiation measured with air and water standards inserted in the counter, and then correcting to the counts expected if each core had a porosity of 60 per cent by multiplying by the factor $40/(100-\%\,\text{porosity})$. As mentioned above natural gamma activity is dependent on porosity, but since this parameter has been independently measured by the GRAPE (gamma-ray attenuation porosity evaluator) its effect on the gamma count can be removed. This procedure is believed to be justified because the concentrations of the radioactive parent isotopes and $K^{40}$ in sea-water are at least an order of magnitude less than the minimum concentrations found in deep-sea sediments (Koczy and Rosholt, 1962; Sayles et al., 1970). The porosity value used in this correction was derived by averaging the GRAPE values over an interval of 15 centimeters centered on the mid-point of each gamma count reading. The length of this interval is not meant to imply the effective length of core over which gamma counts are measured, but was chosen for its convenience in the computations. Hence the gamma counts presented here are solely measures of the natural gamma radiation of the minerals in each core. All values are plotted in the Core Summaries while, for reasons of scale, each point on the Core Hole Summaries represents the average of a group of four points.

Measurements over watery parts of cores are included although mixing of sediment in such cases may lead to a poor approximation of in situ values. The first and last counts on each core section are often low, since the counter "senses" the ends of the section.

### Compressional Wave Velocity, Acoustic Impedance and Mean Velocity Below Sea-Bed

Most of the aspects of compressional wave velocity measurements on board Glomar Challenger have been summarized by Boyce (1970). To stress the importance of these measurements on the interpretation of reflection profiling records, the mean acoustic impedance (velocity X density) of each section of core is plotted here on the Site Summaries. The reflection coefficient for plane waves at vertical incidence is a simple function of the impedances of the material on either side of a reflecting boundary. A full understanding of reflectors seen on profiling records can only be achieved by computing synthetic seismograms from continuous downhole impedance data (Grant and West, 1965; Wunschel, 1960).

The velocities measured at 400 kHz on board Glomar Challenger and plotted in this volume were determined at the pressure and temperature of the laboratory. Measurements were made at least four hours after the time a core was brought on deck to allow the core to approach the ambient temperature; the accuracy of the measurements ($\pm 1\,\text{m/sec}$) did not permit the detection of further velocity changes, due to approaching the ambient temperature, after four hours. The laboratory temperature varied over the range 19.5 to 25.5°C, sufficient to cause velocity changes of 16 m/sec in sea-water (Wilson, 1960). It is possible to apply velocity corrections from Wilson's tables so as to reduce all measurements to one temperature, but the validity of doing this for medium porosity sediments—with velocities mostly greater than that of sea-water—is in doubt although a similar method has been successfully used on surficial deep-sea sediments (Hamilton, 1963). It seems best to assume, with small error, that all measurements were taken at the median temperature of 23°C.

The occasional ellipticity of some core liners (Boyce, 1970) will introduce a random error into the measurements. More seriously a systematic error will be present due to some cores not occupying all the space inside the liner. With "soft" cores there is invariably a watery layer of smeared sediment several millimeters thick at the contact of the core and liner possibly causing a systematically low velocity to be obtained. "Hard" cores, on the other hand, tend to have diameters appreciably less than the core liner. A different method of measuring velocity was introduced for these cores during Leg 12. The space remaining in the liner was filled with sea-water and the travel time difference relative to the reference sample was measured in the normal way. The core diameter at each measurement point was then measured with a Vernier rule and this figure was used in the velocity calculation.

All velocity data are plotted on both Core and Site Summaries. Mean velocities between the sea-bed and the deepest reflector have been calculated at most sites on the basis of qualitative correlations between the acoustic impedance curves, drilling characteristics and the reflectors observed on the reflection profiling records obtained at each site (see Chapters 3 to 10). These data can be used to check the laboratory measurements of velocity if mean velocities are derived from the latter, and they indicate that
the correction for all sources of systematic error (to be applied to the laboratory measurements) is +0.20 ± 0.06 km/sec for measurements on cores from 500 meters downhole (see also Chapter 12). This correction will be mostly due to the changes in temperature, hydrostatic pressure and overburden pressure which the core has experienced, but probably also includes the disturbing effect of the coring process which may tend to break up the grain-to-grain bonding in the sediment with a consequent reduction in rigidity and bulk modulus and, hence, sediment velocity. The discrepancy has the wrong sign for it to be explained as the result of transverse anisotropy of the sediment (for example, Hamilton, 1970), but it may be possible to explain away at least some of it by body wave dispersion due to the frequencies of the two measurements differing by 4 orders of magnitude (Hamilton et al., 1970).

Penetrometer

This instrument has been described in detail by the American Society of Testing and Materials (1965) and briefly by Boyce (1970). It was intended to measure the relative load bearing strengths of the sediment cores, however it should be noted that, in general, penetration is parallel to bedding planes, not normal to them. In a general way the penetrometer measurements relate to the qualitative expressions used in the visual core descriptions such as "firm", "hard", "soft", etc., and could perhaps be used to set up a more stringent set of phrases for describing core firmness. Since the penetrometer values cover a wide range yet show only slightly varying small values in the lower parts of most holes, they are displayed here on a logarithmic scale.

Two sizes of needle were used with the instrument and the size of needle used at each site is listed in Table 2.

<table>
<thead>
<tr>
<th>Site</th>
<th>111 112 113 114 115 116 117 118 119</th>
</tr>
</thead>
<tbody>
<tr>
<td>Needle Diameter (mm)</td>
<td>1 2 2 2 1 1</td>
</tr>
</tbody>
</table>

| Sediment Density, Porosity and Water Content |

The density of the sea-water saturated cores was measured in three ways on board ship.

(1) The first method was to weigh each full core section and this yielded a bulk density for the whole 1.5-meter long section. These values may be systematically slightly low because of the watery or void parts of some sections which were not allowed for (see next section). These data are plotted on the Core Summaries only, at the mid-depth of the appropriate section.

(2) The second set of density measurements was obtained during the measurement of water content on 0.5 cc cylindrical samples taken from the cores with adapted graduated syringes. These measurements are subject to an estimated 10 per cent error in the sample volume which is determined from the graduations on the syringe, and hence the density may be in error by up to 0.20 gm/cc (see next section). These data are not plotted on the Core and Hole summaries but are compared with other density measurements below.

(3) The last set of density measurements was composed of continuous values obtained along the length of each core with the Gamma-Ray Attenuation Porosity Evaluator (GRAPE). The GRAPE method is described in detail by Evans and Cotterell (1970). Essentially the number of electrons in the scanned volume of core is measured, and this figure is related to true density by a factor, the Compton mass attenuation coefficient (µ), which is constant (within ±1 per cent) for most common minerals. Montmorillonite, chlorite, pyrite, orthoclase, albite and some evaporite products are among those few minerals for which µ is significantly different, and sediments containing appreciable quantities of these minerals will be given low densities by GRAPE. Similarly, and more importantly, water and brine have mass attenuation coefficients which are 9 to 10 per cent greater than that of quartz, and this can cause errors in the density determinations for water-saturated sediments with large porosities (Brier et al., 1969; Corey and Hayes, 1970). For instance a core with 80 per cent porosity will apparently have a density 6 per cent (0.10 gm/cc) greater than its true value if no correction is made.

Neglecting the errors in the GRAPE densities for the moment, it is clear that if the cores are assumed to be a two component mixture of sea-water and mineral grains of a single density, the core porosity can be calculated if the sea density and mineral density are known. A +6 per cent error in sediment density causes a —3.5 per cent error in the derived porosity. Similarly for an 80 per cent porosity sediment, an error of +0.1 gm/cc in the assumed grain density will give only a —1.3 per cent error in the calculated porosity. Therefore all the GRAPE porosity values displayed in this volume have been calculated for a single grain density of 2.67 gm/cc and a water density of 1.024 gm/cc. If the reader wishes to calculate the porosity applicable to a different grain density he may do so using Figure 8, however he should bear in mind that the repeatability of a similar GRAPE instrument has been shown to be within 3 per cent porosity (Harms and Choquette, 1965).

An iterative procedure, allowing for the large µ of water, can be used however to arrive at an accurate determination of density and porosity. Starting with the µ value applicable to most sedimentary minerals (0.100 for a Ba\textsubscript{133} 0.3—0.36 MeV source), the first estimate of the bulk density of the saturated sediment is made by linear interpolation between the densities the water and aluminum standards would have if their Compton mass attenuation coefficients were 0.100. These values are 1.125 (calculated from a µ for water of 0.1099 cm\textsuperscript{2}/gm) and 2.60 gm/cc (Anonymous, 1966), respectively. The density value allows an estimate of the water content (assuming values for the water and grain densities) which in turn can be used to calculate a more realistic value of µ for the sediment, hence a better density estimate is obtained, and so on (Whitmarsh, 1971). The µ for sea-water is taken as 0.1099 cm\textsuperscript{2}/gm in these calculations. Although the calculated sediment density obtained by this method is dependent on the assumed grain density, choosing grain densities of 2.5 and 2.9 gm/cc will only yield a density difference of up to 0.015 gm/cc for normal sediments. Porosity is calculated from the final
density estimate using assumed water and grain densities in
the usual way. This is the procedure which led to the values
plotted in this volume. On previous legs of the Deep-Sea
Drilling Project, the GRAPE densities were calculated by
linear interpolation between standard densities of 1.024 or
2.67 gm/cc, and the section densities derived from the water
content measurements intercompared with the GRAPE data.
It is not advisable to calculate porosity values from the
sediment densities derived from the water content measure-
ments because of the large errors in these densities.
Porosities can however be derived directly from the water
contents if a sea-water density and a grain density are
assumed but this has not been done here (however, see
next section).

Water content is defined as the percentage weight of
water, driven off by heating to about 105°C, relative to the
total weight of a sample. These values are accurate to better
than 1 per cent.

Intercomparisons of Independent Sediment Density,
Porosity and Water Content Measurements

To ascertain the reliability, or at least consistency, of the
sediment density and porosity measurements intercom-
parisons were made of data obtained at sea by independent
means. The opportunity did not arise to make precise
cumparisons because of the large errors in the densities.
Admittedly this comparison is subject to mismatch
errors, between the point from which the water content
time was obtained and the point at which the GRAPE
measurement was made, due to slidding of the core within
the liner. However the data used above were chosen with
care and the mismatch error should be slight. Consequently,
if one accepts the adjusted GRAPE data as correct, the
“water content” densities appear to have a large random
scatter lying within the range ±0.24 gm/cc of the expected
values. The above fitted line hardly differs from that
determined by Gealy (1971) from all her data,

\[ Y = (0.786 \pm 0.025)X + (0.266 \pm 0.016) \]

The most significant comparison is that between the
section densities and the GRAPE densities adjusted by the
iterative procedure and averaged over a whole section.
Straight lines were fitted by least squares to plots of these
two parameters for each site individually and for all sites
together. This procedure was also followed for plots of the
unadjusted GRAPE densities (that is, those derived by
interpolation between the 1.125 and 2.60 gm/cc densities
of the standards alone) against the section densities. The
results are presented in Table 3 and Figures 9 and 10. From
the table it is clear that in the majority of cases a closer fit
to the expected line was obtained after the GRAPE data
were adjusted because A and B come closer to the expected
values of 1.0 and zero, respectively. The fact remains
however that all except two of the lines fitted to the
adjusted GRAPE data have parameters A and B which are
systematically less than and greater than the expected
values, respectively. These values of A and B, and the
plotted data in Figure 10 suggest that the fitted lines are
being biased by a small number of low section densities
which probably resulted from undetected or ignored void
spaces in these sections. Consequently, the photographs of
the split sections (where available) were checked for signs
of such void spaces and all section densities measured over
sections with voids were omitted. The line fitted to all the
remaining data (Table 3, bottom line) has a slope even
closer to 1.0 and an intercept of almost zero. This line
differs by no more than 0.03 gm/cc from the expected line
over the range of measured densities.

As a whole, therefore, the consistency of the adjusted
GRAPE densities and the section densities is very good and
lends strong support to the iterative method of adjusting
the GRAPE data.

Bulk densities derived during the water content measure-
ments and adjusted GRAPE densities were also compared.
The closest GRAPE density value to the water content
sample (within ±0.5 centimeter, chosen from a listing of
GRAPE densities averaged over 1-centimeter intervals) was
paired with each “water content” density. Straight lines
were fitted by least squares to the data of each site and of
all the sites together. The lines fitted by site all have large
standard errors on their slope and intercept. The line fitted
to all 103 data points (Figure 5) is,

\[ Y = (0.776 \pm 0.060)X + (0.348 \pm 0.101) \]

where \( Y \) = “water content” density
\( X \) = adjusted GRAPE density

Admittedly this comparison is subject to mismatch
errors, between the point from which the water content
time was obtained and the point at which the GRAPE
measurement was made, due to slidding of the core within
the liner. However the data used above were chosen with
care and the mismatch error should be slight. Consequently,
if one accepts the adjusted GRAPE data as correct, the
“water content” densities appear to have a large random
scatter lying within the range ±0.24 gm/cc of the expected
values. The above fitted line hardly differs from that
determined by Gealy (1971) from all her data,

\[ Y = (0.786 \pm 0.025)X + (0.266 \pm 0.016) \]
EXPLANATORY NOTES
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Figure 9. Plot of section weight density against unadjusted GRAPE density averaged over a section. The continuous line is the line fitted by least squares, the dashed line is the 45° line.
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Figure 10. Plot of section weight density against adjusted GRAPE density averaged over a section. The continuous line is the line fitted by least squares, the dashed line is the 45° line.

The range of error determined from Figure 11 is close to that deduced from the expected error in determining the volume of the water content samples. Hence it is suggested that the "water content" densities have a large random error due to the inaccuracy in determining the sample volume.

Figure 11. Plot of sediment density derived from measurements made during the water content determination against the corresponding adjusted GRAPE density. The continuous lines are the lines fitted by least squares and the dashed line is the 45° line.

Implicit in the method of least square fitting employed to obtain the above two equations is the assumption that the "water content" density is dependent on the GRAPE density. Clearly this is no more true than to say that the GRAPE density is dependent on the "water content" density since the two parameters are independent estimates of the same variable. Hence, we may assign the GRAPE density as the dependent variable and obtain the line (Figure 11),

\[ X = (0.807 \pm 0.062) Y + (0.349 \pm 0.103) \]

This line differs considerably from the first fitted line because of the large scatter of the points in Figure 11. In Figure 11, the best estimate of the line following the trend of the points will lie between the two lines fitted above and pass through their point of intersection. Such a line will have a slope very close to unity and will lie about 0.03 gm/cc below the expected dashed line. This systematic difference may be barely significant but suggests that the "water content" densities are systematically low or the GRAPE densities systematically high by 0.03 gm/cc (or there is a combination of these factors).

Finally, it is also possible to check independently the validity of the GRAPE porosity values wherever a water content measurement was made. The reason for this is the relationship between porosity and water content,

\[ \frac{1}{\phi} = \frac{\rho_w}{\rho_g} \times \frac{1}{W} + \left( 1 - \frac{\rho_w}{\rho_g} \right) \]

where,

- \( \phi \) is the sediment porosity
- \( W \) is the true water content (salt-free)
- \( \rho_w \) is the water density
- \( \rho_g \) is the grain density
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Assuming \( \rho_w = 1.024 \) and \( \rho_g = 2.67 \text{ gm/cc} \), as used in the derivation of GRAPE porosities, the expected relation is,

\[
\phi^{-1} = 0.384W^{-1} + 0.616
\]

or

\[
W^{-1} = 2.604\phi^{-1} - 1.604
\]

The least squares fits obtained by pairing GRAPE porosity measurements with the 103 water content measurements were (Figure 12),

\[
\phi^{-1} = \left(0.315 \pm 0.015\right)W^{-1} + \left(0.711 \pm 0.049\right)
\]

\[
W^{-1} = \left(2.595 \pm 0.122\right)\phi^{-1} - \left(1.261 \pm 0.213\right)
\]

depending on which parameter is to be estimated from the other. These data will be subject to the same mismatch error as existed in the comparison of “water content” densities and GRAPE densities. In addition a small error of about 2 per cent in water content will be introduced by the fact that the calculated water content measurements are not derived on a salt-free basis but this is not allowed for here.

Applying the same statistical arguments as were used in discussing “water content” densities it is clear that the best trend line on Figure 12 will lie between the fitted lines and fall below the expected (dashed) line. Assuming that the water content measurements are without systematic error, we must explain why the GRAPE porosities are apparently too large. One explanation of this might be that the grain density assumed in the GRAPE porosity calculations is too small. An increase of grain density to 2.82 \text{ gm/cc} would be sufficient to shift the mean of the plotted points up onto the expected (dashed) line, however this suggestion is incompatible with the mean grain density of 2.45 \text{ gm/cc} calculated from all the water content samples. Even allowing for the possible systematic error in “water content” density the mean grain density could not exceed 2.52 \text{ gm/cc}. The real explanation probably lies in the sediment on which the two measurements of GRAPE porosity and water content are made. The water content sample does not contain any of the smeared watery sediment which exists around the circumference of the core, while the volume sampled by the GRAPE instrument does include this smeared sediment. This explanation is borne out by the distribution of points in Figure 12, since only eight points indicate a porosity appreciably less than that expected from the measured water content. Even more striking is the apparently normal distribution of the residuals, from the expected line, of points falling below the expected line suggesting that the smeared sediment randomly causes the GRAPE porosity values to be higher than the best estimate of the porosity of the unsmeared sediment. The presence of chlorite and uncollapsed montmorillonite in appreciable amounts will add to the error in GRAPE porosity as explained above.

In conclusion, therefore, the results of the above comparisons can be summarized as follows,

1. Section weight densities and mean GRAPE bulk densities for a section agree very well. Slight biasing of the section weight data towards lower values exists due to undetected or unallowed for voids. Both density determinations include the effect of smeared sediments around the core circumference and as estimates of the density of the unsmeared sediment may be systematically slightly low (probably rarely more than 5 per cent). As far as can be determined, the iterative method of deriving GRAPE densities is correct.

2. Sediment densities derived from the mass and volume of the water content sample have a large random error (within the range ±0.24 \text{ gm/cc}) due to the inaccuracy in determining the sample volume.

3. The GRAPE porosity is normally greater than the porosity expected from the water content determination due to the GRAPE instrument including smeared watery sediment in the sampled volume. As an estimate of the porosity of the unsmeared sediment, the GRAPE value is therefore believed to be usually slightly high (probably rarely more than 5 per cent).

Notes on the Core and Site Summary Plots and their Description

Numbers have been used on the left of the Core Summary plots to indicate the degree of disturbance of the cores. Each number corresponds to a single class of disturbance. A key is given in Figure 13.
In the description of the physical properties for each site, porosity and water content are not usually mentioned. This is because the remarks about density are always directly applicable to porosity and water content provided one is aware that as density increases porosity and water content decrease and vice versa.

Consolidation of Sediments and Sedimentation Rates

An estimate of sediment consolidation is required in order to make corrections to sedimentation rates derived from paleontologically dated horizons at various depths down each hole. Sediment density, on average, increases with depth. If it is assumed that the increase is due solely to natural consolidation of the sediments then the degree of consolidation may be calculated. Factors which also affect sediment density and which may invalidate this assumption are,

1. changes in grain size
2. precipitation of mineral matter in pore spaces
3. gross changes in grain density

If density increases linearly with depth it can be shown that the fractional shortening, due to consolidation, of the sediment column between the sea-bed and a depth (h) is $S_h$ where,

$$ S_h = \frac{\gamma}{\rho_o - \rho_w + \frac{dh}{2}} = 1 - C_h $$

where

\[ \rho_o \] is the sediment density at the sea-bed
\[ \rho_w \] is the sea-water density
\[ d \] is the density gradient
\[ C_h \] is the compaction of the sediment column

It follows that the fractional shortening between the two depths $a$ and $b$, to which ages may have been assigned, is $S_{a,b}$ where,

$$ S_{a,b} = \frac{b - a}{\frac{S_b}{S_a}} $$

### Table 3

<table>
<thead>
<tr>
<th>Site</th>
<th>Adjusted GRAPE Densities</th>
<th>Unadjusted GRAPE Densities</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>A</td>
<td>B</td>
</tr>
<tr>
<td>111</td>
<td>0.877 ± 0.030</td>
<td>0.216 ± 0.054</td>
</tr>
<tr>
<td>112</td>
<td>0.933 ± 0.036</td>
<td>0.103 ± 0.058</td>
</tr>
<tr>
<td>113</td>
<td>1.112 ± 0.059</td>
<td>-0.138 ± 0.100</td>
</tr>
<tr>
<td>115</td>
<td>0.690 ± 0.162</td>
<td>0.640 ± 0.239</td>
</tr>
<tr>
<td>116</td>
<td>0.774 ± 0.054</td>
<td>0.373 ± 0.088</td>
</tr>
<tr>
<td>117</td>
<td>1.561 ± 1.378</td>
<td>-0.762 ± 2.171</td>
</tr>
<tr>
<td>118</td>
<td>0.910 ± 0.099</td>
<td>0.191 ± 0.174</td>
</tr>
<tr>
<td>119</td>
<td>0.810 ± 0.053</td>
<td>0.348 ± 0.093</td>
</tr>
<tr>
<td>ALL</td>
<td>0.896 ± 0.024</td>
<td>0.189 ± 0.030</td>
</tr>
<tr>
<td>ALL*</td>
<td>0.938 ± 0.017</td>
<td>0.107 ± 0.028</td>
</tr>
</tbody>
</table>

Parameters $A$ and $B$, with their standard errors, of $Y$ on $X$ least squares regression line $Y = AX + B$, where $Y$ = GRAPE density averaged over a section, $X$ = section density, * indicates some poor data omitted, see text.
Tables of depths and shortening factors for different density gradients were calculated using $p_w = 1.024$ and $p_o = 1.45 \text{ gm/cc}$, and these tables were used to correct the sedimentation rates for the effects of sediment consolidation.

**DATA PRESENTATION**

Nearly all the primary data concerning each site is presented in the chapter on the site whether processed on board or ashore. The sections of each site chapter in general have the following sequence:

Site background and objectives.
Survey data.
Drilling operations and list of cores cut.
Lithology.
Physical properties.
Paleontology and Biostratigraphy.
Sedimentation rates.
Discussion.
References.

Appendices:
- Smear slide observations.
- Grain size determinations.
- Carbon-carbonate determinations.
- Foraminiferal faunal list.
- Coccolith species lists.

At the end of each site chapter there are graphical summaries of the physical properties, lithology, biostratigraphy, etc. of each core on a scale of 9 meters per pair of facing pages. Core photographs are next illustrated at a scale of 1.5 meters per page length, the six sections of a core being displayed on one page. These are followed by graphical summaries of the physical properties, lithology, stratigraphic division etc. of each hole on a scale of 250 meters per pair of facing pages.

**REFERENCES**


EXPLANATORY NOTES


Degrees of drilling disturbance, (a) slight bending of bedding planes (111-3-3), (b) extreme bending of bedding planes (116A-4-5), (c) a watery core (112-1-6), (d) a drilling breccia (111A-7-3).